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1. INTRODUCTION

Profiling of a Web user is the process of obtaining values of different properties
that constitute the user model. Considerable efforts have been made to mine the
user’s interests from his/her historical data. A typical way for representing the
user’s interests is to create a list of relevant keywords. However, such a profile
is insufficient for modeling and understanding users’ behaviors. A complete user
profile (including one’s education, experience, and contact information) is very im-
portant for providing high quality Web services. For example, with a well-organized
user profile base, online advertising can be more targeted based on not only user’s
interests but also his/her current position.

Traditionally, user profiling was viewed as an engineering issue and was conducted
manually or undertaken separately in a more or less ad-hoc manner. For instance,
in web-based social networks such as MySpace and YouTube, the user has to enter
the profile by her/him-self. Unfortunately, the information obtained solely from
the user entering profile is sometimes incomplete or inconsistent. Users do not fill
some information merely because they are not willing to fill the information.

Some other work builds the user profile with a list of keywords generated using
statistical methods, for example using high frequent words discovered from the user-
entered information or user-browsed Web pages. However, such a method ignores
some important semantic information such as location and affiliation.

Recently, a few works have been conducted to automatically build the semantic-
based user profile using information extraction technologies [Alani et al. 2003] [Paz-
zani and Billsus 1997] [Yu et al. 2005]. Most of the existing methods use predefined
rules or specific machine learning models to extract the different types of profile
information in a separated fashion. However, some profile information (e.g., user
interests) is implied in the user related documents (e.g., blogs) and cannot be ex-
plicitly extracted from the Web page.

1.1 Motivating Example

To clearly motivate this work, we demonstrate with an example drawn from a real-
world system, ArnetMiner (http://www.arnetminer.org/). In this system, one
basic goal is to create a profile for each researcher, which contains basic information
(e.g. photo, affiliation, and position), contact information (e.g. address, email, and
telephone), educational history (e.g. graduated university and major), research
interests, and publications. For each researcher, some of the profile information
can be extracted from his/her homepage or Web pages introducing him/her; some
other profile information (e.g., publications) should be integrated from online digital
libraries (e.g., DBLP or ACM); and the other information (e.g., research interests)
should be mined from the collected information.

Figure 1 shows an example of researcher profile. The left part shows the re-
searcher’s homepage and his DBLP/ACM page which contains his publication pa-
pers. The ideal profiling results are shown in the right part of Figure 1. The
right-bottom part shows the researcher’s interests mined from the publication pa-
pers.

Such a profiling result can benefit many data mining and social network appli-
cations. For example, if all researchers’ profiles are correctly created, we will have
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Fig. 1. An example of researcher profiling.

a large collection of well-structured database about researchers in the world. We
can use the profiles to help with mining applications such as expert finding, which
aims to find experts on a given topic.

The challenges of user profiling are as follows: (1) How to identify relevant pages
for a given user and how to extract the profile information from the identified
pages? (2) How to integrate the profiles extracted from different sources/pages, as
the profile information of a user might be distributed on multiple pages? (3) How
to discover user interests implied in the user associated documents?

For extraction of the profile, the manual entering mean for each user is obviously
tedious and time consuming. Recent work has shown the feasibility and promise
of information extraction technologies for extracting the structured data from the
Web, and it is possible to use the methods to extract the profile of a user. How-
ever, most of existing methods employed a predefined rule or a specific machine
learning model to separately identify each property of the profile. However, it
is highly ineffective to use the separated methods to do profile extraction due to
the natural disadvantages of the methods: (1) For each property in the profile,
one has to define a specific rule or a specific supervised learning model. There-
fore, there may be many different rules/models, which are difficult to maintain; (2)
The separated rules/models cannot take advantage of dependencies across different
properties. The properties are often dependent with each other. For instance, in
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Figure 1 identifying the text ‘Electrical Engineering’ as Msmajor will greatly in-
crease the probability of the text ‘Delft University of Technology’ to be identified
as Msuniv. Consequently, how to effectively identify the profile information from
the Web becomes a challenging issue.

For integration of the profile extracted from different sources, we need to deal with
the name ambiguity problem (several users with the same name). Existing methods
include heuristic rules, classification-based supervised method, and clustering-based
unsupervised method. However, it is ineffective to directly employ the existing
methods in user profile integration. This is because: (1) The heuristic rule based
method requires the user to define a specific rule for each specific type of ambiguity
problem, which is not adaptive for different situations; (2) The supervised method
trains a user-dependent model for a certain person and thus cannot be adapted to
other persons; and (3) The clustering-based unsupervised method cannot use the
dependencies between papers and also cannot use the supervised information.

For discovery of user interests, it is also insufficient to use the existing keyword-
based methods. There are two main reasons: (1) These methods do not consider the
semantic relationship between words; and (2) The methods ignore the dependencies
between users, for example users who co-author many papers may have the same
interests.

1.2 Our Solution

In this paper, we aim to conduct a systematic investigation of the problem of Web
user profiling. First, we decompose Web user profiling as three subtasks: profile
extraction, name disambiguation, and user interest discovery. All of the three sub-
tasks can be formalized using graphical models. Specifically, for profile extraction,
as the information on the Web is naturally laid-out in a hierarchical structure, we
propose formalizing the problem in a tree-structured conditional random fields. For
name disambiguation, the problem is to assign papers to different persons with a
same name. We formalize the problem in a Markov random graph, where each node
denotes a paper and edge denotes relationship (e.g., coauthor) between papers. For
user interest discovery, we propose a generative graphical model, where the paper
writing procedure is formalized in a series of probabilistic steps. To the best of our
knowledge, our work is the first to formalize all the subtasks of user profiling in a
combination approach and tackle all the problems at once.

We have implemented the proposed approaches in the system ArnetMiner.org.
The system has been in operation on the internet for more than three years and
has attracted user accesses from 190 countries. In total, more than half million
researchers’ profiles have been extracted. We conduct experiments for extracting
researchers’ profiles. Experimental results indicate that our method clearly outper-
forms the methods of using separated models for profile extraction. Experimental
results also indicate that our disambiguation method can outperform existing meth-
ods. We apply the proposed methods to expert finding. Experimental results show
that our methods of profile extraction, name disambiguation, and user interest
analysis can indeed enhance expert finding (+26% in terms of MAP).

Our contributions in this paper include: (1) a formalization of the problem of user
profiling, (2) a proposal of a unified tagging approach to extract user profile, (3) a
proposal of a probabilistic method to name disambiguation, (4) a proposal of a topic
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Fig. 2. Schema of researcher profile.

model to perform topical analysis of user interests, and (5) an empirical verification
of the effectiveness of the proposed approaches. The approaches proposed in this
paper are general and can be applied to many applications, e.g., social network
extraction and information integration.

The rest of the paper is organized as follows. In Section 2, we formalize the prob-
lem of Web user profiling. In Section 3, we give an overview of our approaches. In
Section 4, we explain our approach to profile extraction and in Section 5 we describe
how we deal with the name ambiguity problem when integrating the extracted pro-
files. In Section 6 we present our method for user interests discovery. Section 7
gives the experimental results. Section 8 describes a demonstration system. Finally,
before concluding the paper in Section 10, we introduce related work.

2. PROBLEM FORMULATION

In different applications, definitions of profile schemas might be different. In this
paper, we use the researcher profile as the example for explanation. The definition
of the researcher profile and the proposed approaches for user profiling can be easily
extended to other applications.

We define the schema of the researcher profile (as shown in Figure 2), by ex-
tending the FOAF ontology [Brickley and Miller 2004]. In the schema, 4 concepts,
29 properties and 4 relations are defined. The social network denotes the sub-
social graph related to the current researcher. The interest denotes the semantic
topical aspect, which will be detailed later. The publication denotes documents
co-authored by the researcher.

We use the data from the ArnetMiner system for study. The system tries to pro-
vide a social networking platform for academic researchers. It has gathered 648,289
researcher profiles. Our statistical study shows that about 70.60% of the researchers
have at least one homepage or a Web page that introduces them, which implies that
extraction of the profile from the Web is feasible. For the name ambiguity problem
(different researchers with the same name), we have examined 100 random selected
researcher names and found that more than 30% of the names have the ambiguity
problem.
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We here describe the three key issues we are going to deal with: profile extraction,

name disambiguation, and user interests.
(1) Profile extraction. We produced statistics on randomly selected 1,000 re-
searchers. We observed that 85.6% of the researchers are faculties of universities
and 14.4% are from company research centers. For researchers from a same com-
pany, they often have a template-based homepage. However, different companies
have absolutely different templates. For researchers from universities, the layout
and the content of the homepages varies largely depending on the authors. We
have also found that 71.9% of the 1,000 Web pages are researchers’ homepages and
the rest are pages introducing the researchers. Characteristics of the two types of
pages significantly differ from each other.

We analyzed the content of the Web pages and found that about 40% of the pro-
file properties are presented in tables or lists and the others are presented in natural
language. This means a method without using the global context information in
the page would be ineffective. Statistical study also unveils that (strong) depen-
dencies exist between different profile properties. For example, there are 1,325
cases (14.5%) in our data that property labels of the tokens need use the extraction
results of the other tokens. An ideal method should consider processing all the
subtasks together.

Moreover, different from previous data extraction work, information on the Web

page is usually organized hierarchically. For example, in the researcher homepage of
Figure 1, the top information block contains the basic information (e.g. a photo, two
addresses, and an email address), the middle block describes the educational history
information (e.g., graduate universities and majors), and the bottom block includes
the professional services information (e.g., position and affiliation information). An
immediate observation is that identification of the type of the information block
would be greatly helpful to identify the information contained in the block.
(2) Name disambiguation. We do not perform extraction of publications di-
rectly from one’s homepage. Instead, we integrate the publication data from ex-
isting online data source. We chose DBLP bibliography (dblp.uni-trier.de/), which
is one of the best formatted and organized bibliography datasets. DBLP covers
approximately 1,200,000 papers from major Computer Science publication venues.
In DBLP, authors are identified by their names. For integrating the researcher
profiles and the publications data, we use researcher names and the author names
as the identifier. The method inevitably has the name ambiguity problem.

We give a formal definition of the name disambiguation task in our context.
Given a person name a, we denote all publications having the author name a as
P = {p1,p2, - ,pn}. For u authors of a paper {az(-o),az(-l), .- .’al(,“)}7 we call the
author name we are going to disambiguate as the principal author (denoted as
al(-o)) and the others secondary authors. Suppose there are k actual researchers
having the name a, our task is then to assign papers with the name a to their
actual researcher y,, h € [1,k].

(3) User interests. We do not extract research interests directly from the re-
searchers’ homepages, although we could do it in principle. There are two reasons:
first, we observed only one fifth (21.3%) of researchers provide the research interest
on the homepages; secondly, research interest is usually implied by the associated
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documents, e.g., papers published by the researcher.

Formally, we define user interest on the basis of topics. Each topic is defined as
z = {(w1, p(w1]z)),- -, (wn1, p(wn1]2)) }. The definition means that a topic is rep-
resented by a mixture of words and their probabilities belonging to the topic. The
topic definition can be also extended to other information sources. For example, in
the academic application, we can extend the topic definition by publication venues
¢, e, z ={(c1,p(c1]2)), -+, (en1, plen1|2)) }- Finally, the interests of researcher a
is defined as a set of topic distributions {P(z|a)}..

3. THE OVERVIEW OF OUR APPROACH

We propose a combination approach to solve the user profiling problem. Figure
3 shows the overview of our approach. There are mainly two components: profile
extraction and integration, and user interest analysis. The first component targets
at extracting and integrating profile information from the Web; while the second
component targets at analyzing users’ interests.

In the profile extraction and integration component, given a researcher name, we
first use the Google API to retrieve a list of documents that contain the researcher
name. Then we employ a classification model to identify whether a document in
the list is the homepage or an introducing page of the researcher. Next, we use an
extraction model to extract the profile information from the identified pages. In
particular, we view the problem as that of assigning tags to the input texts, with
each tag representing a profile property.

We crawl the publication information from several online digital libraries (e.g.,
DBLP). We integrate the publication information and extracted profile information.
We propose a probabilistic model to deal with the name ambiguity problem for
integrating the extracted user profiles. The model can incorporate any types of
domain background knowledge or supervised information (e.g., user feedbacks) as
features to improve the performance of disambiguation.

In the user interest analysis component, we use a probabilistic topic model to
discover the latent topic distribution associated with each researcher. Then we use
the discovered topic distributions as the researcher interests.

In this paper, our main technical contributions lie in the approaches we propose
to deal with the three subtasks in the two components: profile extraction, inte-
gration, and user interest discovery. Theoretically, all the three approaches are
based on probabilistic graphical model. More specifically, for profile extraction
and integration, our approaches are based on the theory of Markov Random Field
[Hammersley and Clifford 1971]. Markov Random Field (MRF) is a probability
distribution of labels (hidden variables) that obeys the Markov property. It can be
formally defined as follows.

Definition 3.1. MRF Definition. Let G = (V, E) be a graph such that ¥ =
(Yy)vev, so that YV is indexed by the vertices of G. Then (X,Y) is a Markov
random field in case, when the random variable Y, obeys the Markov property
with respect to the graph: p(Y,|Yw,w # v) = p(Y,|Yw, w v« v), where w «~ v means
that w and v are neighbors in G.

The proposed model for profile extraction is a Tree-structured Conditional Ran-
dom Fields (TCRFs) and the proposed model for name disambiguation is based
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Fig. 3. Approach overview.

on Hidden Markov Random Fields (HMRFs) [Basu et al. 2004]. The reasons we
use the two models are: (1) Such a model can describe the dependencies between
information, thus can improve the accuracy of profile extraction and name disam-
biguation. (2) For profile extraction, we can label some training data for supervised
learning; while for name disambiguation it is difficult to provide sufficient training
data. Therefore, we propose using a discriminative model (TCRF) for profile ex-
traction and a generative model (HMRF) for the name disambiguation task. (3)
Both models can be easily extended, thus for different applications we can extend
the model based on application-specific features.

As for user interest analysis, the proposed model is a multi-level Bayesian net-
work, which models each paper by following a stochastic process: first one of the
paper’s authors would decide what topic z to write according to his/her research
interest (i.e. topic distribution) {P(z|a)},. Then a word wy; is sampled from the
topic z according to the word distribution of the topic {P(w|z)},. This series
of probabilistic steps can capture well the process of authors writing a paper. In
addition, parameters (topic distribution and word distribution) can be estimated
in a unsupervised way. Another reason of using the Bayesian network for user
interest analysis is that we can easily incorporate different types of objects (e.g.,
researchers, publication venues, and papers) into one model, thus we can uncover
the latent dependencies between the heterogeneous objects.

In the follow sections, we will describe the proposed approaches in more detail.

4. PROFILE EXTRACTION
4.1 Process

There are three steps: relevant page finding, preprocessing, and tagging. In relevant
page finding, given a researcher name, we first get a list of web pages by a search
engine (i.e. Google) and then identify the homepage or introducing page using
a binary classifier. We use support Vector Machines (SVM) [Cortes and Vapnik
1995] as the classification model and define features such as whether the title of the
page contains the person name and whether the URL address (partly) contains the
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person name. The performance of the classifier is 92.39% by F1l-measure.

In preprocessing, (a) we segment the text into tokens and (b) we assign possi-
ble tags to each token. The tokens form the basic units and the pages form the
sequences of units or a tree-structure of units in the tagging problem. In tagging,
given a sequence of units or a tree-structure of units, we determine the most likely
corresponding tags using a trained tagging model. Each tag corresponds to a prop-
erty defined in Figure 2. In this paper, we present a Tree-structure Conditional
Random Fields (TCRFs) [Tang et al. 2006] as the tagging model. Next we describe
the steps (a) and (b) in detail.

(a) We identify tokens in the Web page heuristically. We define five types of
tokens: ‘standard word’, ‘special word’, ‘< image >’ token, term, and punctua-
tion mark. Standard words are unigram words in natural language. Special words
[Sproat et al. 2001] include email address, IP address, URL, date, number, percent-
age, words containing special symbols (e.g. ‘Ph.D.’; ‘Prof.”), unnecessary tokens
(e.g. ‘==="and ‘###’), etc. We identify special words using regular expressions.
‘< image >’ tokens are ‘< image >’ tags in the HTML file. We identify them
by parsing the HTML file. Terms are base noun phrases extracted from the Web
pages. We employed the methods proposed in [Xun et al. 2000]. Punctuation marks
include period, question, and exclamation mark.

(b) We assign tags to each token based on their corresponding type. For standard
word, we assign all possible tags. For special word, we assign tags: Position,
Affiliation, Email, Address, Phone, Fax, and Bsdate, Msdate, and Phddate. For
‘< image >’ token, we assign two tags: Photo and Email (it is likely that an email
address is shown as an image). For term token, we assign Position, Affiliation,
Address, Bsmagjor, Msmajor, Phdmajor, Bsuniv, Msuniv, and Phduniv. In this way,
each token can be assigned several possible tags. Using the tags, we can perform
extraction of 16 profile properties, which cover 95.71% of the property values on
the Web pages).

4.2 Extraction Model using Conditional Random Fields

We employ Conditional Random Fields (CRF) as the tagging model. CRF is a
special case of MRF. CRF is a conditional probability of a sequence of labels y
given a sequence of observations tokens [Lafferty et al. 2001]. However, the previous
linear-chain CRF's only model the linear-dependencies as a sequence, but is not able
to model hierarchical dependencies [Lafferty et al. 2001] [Zhu et al. 2006].

In this section, we first introduce the basic concepts of Conditional Random
Fields (CRFs) and the linear-chain CRFs, and then we explain a Tree-structured
CRF (TCRF) model to model the hierarchically laid-out information. Finally we
discuss how to perform parameter estimation and extraction in TCRFs.

4.2.1 Linear-chain CRFs. Conditional Random Fields are undirected graphical
models [Lafferty et al. 2001]. As defined before, X is a random variable over
data sequences to be labeled, and Y is a random variable over corresponding label
sequences. All components Y; of Y are assumed to range over a finite label alphabet
Y. CRFs construct a conditional model P(Y|X) with a given set of features from
paired observation and label sequences.

A CRF is a random field globally conditioned on the observation X. Linear-chain
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Fig. 4. Graphical representation of Linear-chain CRFs.
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Fig. 5. Graphical representation of Tree-structured CRF's.

CRFs were first introduced by Lafferty et al [Lafferty et al. 2001]. An example
graphical structure of linear-chain CRFs is shown in Figure 4.

By the fundamental theorem of random fields [Hammersley and Clifford 1971],
the conditional distribution of the labels y given the observations data x has the
form

P(ylz) = ——eap( 3 Atj(eylem) + 3 mse(v, gl 2) (1)

Z(Z) ecE,j veVk

where z is a data sequence, y is a label sequence, and yl|, and y|, are the set of
components of y associated with edge e and vertex v in the linear chain respectively;
t; and sy are feature functions; parameters A; and py, correspond to the feature
functions ¢; and sj respectively, and are to be estimated from the training data;
Z(x) is the normalization factor, also known as partition function.

4.2.2  Tree-structured Conditional Random Fields (TCRFs). Linear-chain CRF's
cannot model dependencies across hierarchically laid-out information. We propose
a Tree-structured Conditional Random Field (TCRF) model [Tang et al. 2006].
The graphical structure of TCRFs is shown in Figure 5.

From Figure 5, we see that y, is the parent vertex of yo and y,—; (for simplifying
description, hereafter we use parent-vertex to represent the upper-level vertex and
use child-vertex to represent the lower-level vertex). TCRFs can model the parent-
child dependencies, e.g. y4 — y2 and y4 — y,—1. Furthermore, yo and y,_1 are in
the same level, which are represented as a sibling dependency in TCRF's.

Here we also use X to denote the random variable over observations, and Y to
denote the corresponding labels. Y; is a component of Y at the vertex i. Same
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Table I. Definition of information block and profile properties.

Block Type Profile Property
Photo Person photo
Basic information Position, Affiliation

Contact information | Fax, Phone, Address, Email
Educational history | Phddate, Phduniv, Phdmajor, Msdate, Msuniv,
Msmajor, Bsdate, Bsuniv, Bsmajor

as the linear-chain CRFs, we consider one vertex or two vertices as a clique in
TCRFs. TCRFs can be also viewed as a finite-state model. Each variable Y; has
a finite set of state values and we assume the one-to-one mapping between states
and labels. Thus dependencies across components Y; can be viewed as transitions
between states.

P(yln) = ——eap( 3" Mti (e 5ler )+ S (v, 5l 7)) 2)

Z(x) ceC,j vEV,k

where ¢ is a clique defined on edge (e.g., parent-child (yp, y.), child-parent (y.,yp),
and sibling edge (ys,ys)) or triangle (e.g., (yp,¥s,¥ys)). t; and s are feature func-
tions.

TCRFs have the same form as that of linear-chain CRF's except that in TCRFs
the edges include parent-child edges, child-parent edges, and sibling-vertices edges,
while in linear-chain CRFs the edges mean the transitions from the previous-state
to the current-state.

In researcher profile extraction, the observation  in TCRF's corresponds to the
identified homepage/introducing page. The tree is obtained by converting the Web
page into a DOM tree. The root node denotes the Web page, each leaf node in the
tree denotes the word token, and the inner node denotes the coarse information
block (e.g., a block containing contact information). The label y of the inner node
thus corresponds one type of the coarse information block; while the label y of the
leaf node corresponds to one of the profile properties. Definitions of the researcher
profile properties and the coarse information block, as well their relationships are
summarized in Table I.

4.2.3 Parameter Estimation. The parameter estimation problem is to determine
the parameters © = {\;, \a, - - - fig, ftx41, - - -} from training data D = {(z(®,4®)}
with empirical distribution. More specifically, we optimize the log-likelihood objec-
tive function with respect to a conditional model P(y|z,©):

Lo = ZP(m(i)7y(i))logP@(x(i), y ) (3)

In the following, to facilitate the description, we use f to denote both the edge
feature function t and the vertex feature function s; use ¢ to denote both edge e
and vertex v; and use A to denote the two kinds of parameters A\ and p. Thus, the
derivative of the objective function with respect to a parameter A; associated with
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(1) Initialization: for every node u and every pair of nodes (u,v), initialize T by
70 = K, and TSv = Ktyw, with k being a normalization factor.
(2) TRP Updates: fori=1,2,---, do:
—Select some spanning tree I'? with edge set E?, where R = {I'?} is a set of spanning
trees;
—Use any exact algorithm, such as belief propagation, to compute exact marginals
Pi(z) on T'%. For all (u,v) € E?, set
Pi(xy, ) )
Pi(zu)Pi(z)’

—Set TiF! = T, for all (u,v) € E\ E' (i.e. all the edges not included in the
spanning tree I'?);
—Stop if termination conditions are met.

Ty (wu) = Plzu), T (@u, 20) =

Fig. 6. The TRP algorithm.

clique index c is:

0 .
L@ :Z Zfa 2 y(c)’ ZZP (0lz9)f;(c, y(cy #) (4)

where yz ¢ is the label assignment to clique ¢ in 2, and y(.) ranges over label
assignments to the clique c¢. We see that for each clique, we need to compute
the marginal probability P(y(c)|x(i)). The marginal probability P(y(c)|x(i)) can be
again decomposed into: P(yp, ye|z™), P(ye, yp|2®), P(ys,ys|z@), and P(y;|z®),
as we have three types of dependencies and one type of vertex. Moreover, we need
to compute the global conditional probability p(y®|z(?).

The marginal probabilities can be done using many inference algorithms for undi-
rected model (for example, Belief Propagation [Yedidia et al. 2001]). However, as
the graphical structure in TCRFs can be a tree with cycles, exact inference is in-
feasible. We propose using the Tree-based Reparameterization (TRP) algorithm
[Wainwright et al. 2001] to compute the approximate probabilities of the factors.
TRP is based on the fact that any exact algorithm for optimal inference on trees
actually computes marginal distributions for pairs of neighboring vertices. For an
undirected graphical model over variables x, this results in an alternative parame-
terization of the distribution as:

P(x ZH¢ Ty) H Vot (s, 1) = P HP @s) H PS;:E;D’f;)t)

seV (s,t)eE seV (s,t)eR
(5)

where () is the potential function on single-vertex zs and g (xs,x¢) is the
potential function on edge (x4, x;); and Z is the normalization factor.

TRP consists of two main steps: Initialization and Updates. The updates are
a sequence of T,, — T,4; on the undirected graph with edge set F, where T
represents the set of marginal probabilities maintained by TRP including single-
vertex marginals T "!(z,) and pairwise joint distribution T/% (2, 2,); and n
denotes the iteration number. The TRP algorithm is summarized in Figure 6.

So far, the termination conditions in the TRP algorithm are defined as: if the
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maximal change of the marginals is below a predefined threshold or the update
times exceed a predefined number (defined as 1,000 in our experiments), then stop
the updates. When selecting spanning trees R = {I'*}, the only constraint is that
the trees in R cover the edge set of the original undirected graph U. In practice, we
select trees randomly, but we always first select edges that have never been used in
any previous iteration.

Finally, to reduce overfitting, we define a spherical Gaussian weight prior P(O)
over parameters, and penalize the log-likelihood object function as:

o NI
Lo = ZP yNlogPe (2, y) — % + const (6)

with gradient

E)Lo:Z Sl ~ tog=(a) -y ()

where const is a constant.

The function Lg is convex, and can be optimized by any number of techniques,
as in other maximum-entropy models [Lafferty et al. 2001]. In the result below, we
used gradient-based L-BFGS [Liu et al. 1989], which has previously outperformed
other optimization algorithms for linear-chain CRFs [Sha and Pereira 2003].

4.2.4  Ezxtraction. Extraction (also called as ‘labeling’) is the task to find labels
y* that best describe the observations z, that is, y* = max,P(y|z). Dynamic
programming algorithms, the most popular methods for this problem, can be used
for extraction in TCRFs. We use the DOM tree presented in the Web page to
infer the hierarchical structure. Then we use the TRP algorithm to compute the
maximal value of p(y|z).

4.2.5 Features. For each token unit, three types of features are defined: content
features, pattern features, and term features.

1. Content Features

For a standard word, the content features include:

—Word features. Whether the current token is a standard word.

—DMorphological features. The morphology of the current token, e.g. whether the
token is capitalized.

For a ‘< image >’ token, the content features include:

—Image size. The size of the current image.

—Image height/width ratio. The ratio of the height to the width of the current
image. The ratio of a person photo is likely to be greater than 1.0.

—Image format. The format of the image (e.g. “JPG”, “BMP”).

—Image color. The number of the “unique color” used in the image and the number
of bits used for per pixel (e.g. 32, 24, 16, 8, and 1).

—Face recognition. Whether the current image contains a person face. We used

a face recognition tool (http://opencvlibrary.sf.net) to detect the person
face.
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—Image filename. Whether the image filename (partially) contains the researcher
name.

—Image “ALT”. Whether the “alt” attribute of the “< image >” tag (partially)
contains the researcher name.

—Image positive keywords. Whether the image filename contains positive keywords
like “myself”.

—Image negative keywords. Whether the image filename contains negative key-
words like “logo”.

2. Pattern Features Pattern features are defined for each token.

—Positive words. Whether the current token contains positive Fax/Phone key-
words like “Fax:”, “Phone:”, positive Position keywords like “Manager”.

—Special tokens. Whether the current token is a special word.
3. Term Features Term features are defined only for term token.

—Term features. Whether the token unit is a term.

—Dictionary features. Whether the term is included in a dictionary.

We can easily incorporate these features into our model by defining Boolean-
valued feature functions. Finally, two sets of features are defined in the CRF model:
transition features and state features. For example, a transition feature y;_1 = ¢/,
y; = y implies that if the current tag is y and the previous tag is y/, then the value
is true; otherwise false. The state feature w; = w, y; = y implies that if the token is
w and the current tag is y, then the feature value is true; otherwise false. In total,
308, 409 features were used in our experiments.

5. NAME DISAMBIGUATION

We crawled the publication data from existing online data sources. For integrating
the researcher profiles and the publications data, we use researcher names and the
author names as the identifier. The method inevitably has the name ambigity
problem.

The goal of name disambiguation is to disambiguate n papers P = {p1,p2, -, pn}
that contain the author name a to k actual researchers {y1,ys, - -, yx} with respect
to name a, i.e., assigning an author label to each paper.

We propose a probabilistic model to deal with the problem. Our intuition in this
method is based on two observations: (1) papers with similar content tend to have
the same label (belonging to the same author); and (2) papers that have strong
relationship tend to have the same labels, for example, two papers are written by
the same coauthors.

Our method is based on Hidden Markov Random Field (HMRF) model, a spe-
cial case of MRF. The reason we chose HMRF is due to its natural advantages.
First, like all MRF family members, HMRF can be used to model dependencies
(or relationships, e.g., CoAuthor) between observations (each paper is viewed as an
observation). Second, HMRF supports unsupervised learning, supervised learning,
and also semi-supervised learning. In this paper, we will focus on unsupervised
learning for name disambiguation using HMRF, but it is easy to incorporate some
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Table II. Relationships between papers.

R | W | Relation Name Description

ry | wi Co-Pubvenue pi-pubvenue = p;.pubvenue

ro | wa Co-Author Ir,s >0, agﬂ = ag.s)

r3 | ws Citation p; cites p; or p; cites p;

T4 wy Constraints Feedbacks supplied by users

5 | ws 7—CoAuthor T—extension co-authorship (7 > 1)

prior/supervised information into the model, thus extend the proposed approach to
semi-supervised learning. Third, it is natural to do model selection in the HMRF
model. The objective function in the HMRF model is a posterior probability of
hidden variables given observations, which can be used as a criterion for model
selection.

In the rest of this section, we will introduce the hidden Markov Random Field
model and then define the objective function for the name disambiguation problem.

5.1 Data Preparation

Each publication p; has six attributes: paper title (p;.title), publication venue
(1)
a;”’,

(pi.pubvenue), publication year (p;.year), abstract (p;.abstract), authors ({ago)’

~,a§u) ), and references (p;.references). We extracted the attribute values of
each paper from several digital libraries, e.g., IEEE, Springer, and ACM. We used
heuristics to perform the extraction.

We define five types of relationships between papers (Table II). Relationship r;
represents two papers are published at the same venue. Relationship r, means two
papers have a same secondary author, and relationship r3 means one paper cites
the other paper. Relationship r4 indicates a constraint-based relationship supplied
via user feedbacks. For instance, the user may specify that two papers should be
disambiguated to the same author. We use an example to explain relationship rs.
Suppose p; has authors “David Mitchell” and “Andrew Mark”, and p; has authors
“David Mitchell” and “Fernando Mulford”. We are going to disambiguate “David
Mitchell”. If “Andrew Mark” and “Fernando Mulford” also coauthor another paper,
then we say p; and p; have a 2-CoAuthor relationship.

Specifically, to test whether two papers have a 7—CoAuthor relationship, we
construct a Boolean-valued matrix M, in which an element is 1 if its value is
greater than 0; otherwise 0 (cf. Figure 7). In matrix M, {p1,ps, - -,pn} are
publications with the principle author name a. {ai,as,---,a,} is the union set
of all pi.authors\af;o), i € [1,n]. Note that {a1,az, --,a,} does not include the
principle author name ago)' Sub matrix M, indicates the relationship between
{p1,p2," -+, pn} and initially it is an identity matrix. In sub matrix Mp,, an element
on row % and column j is equal to 1 if and only if a; € p;.authors, otherwise 0.
The matrix Mg, is symmetric to M,,. Sub matrix M, indicates the co-authorship
among {a1,az,- - -,ap}. The value on row ¢ and column j in M, is equal to 1 if and
only if a; and a; coauthor one paper in our database (not limited in {p1,p2,- -, pn}),
otherwise 0. Then 7—CoAuthor can be defined based on M(™+t1 where M(7+1) =
MM with 7> 0.
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Pi1 P2 - Pu|G1 - Gp Pi P2 - Pu|G1 - Gp
Pri 10 01 0 Pi
IZV I 0 1 P2 M, M,
P, 111 0 Pn

Fig. 7. Matrix M for r5 relationship.

The publication data with relationships can be modeled as a graph comprising of
nodes and edges. Attributes of a paper are represented as a feature vector. In the
vector, we use words (after stop words filtering and stemming) in the attributes of
a paper as features and use occurring times as the values.

5.2 Formulation using Hidden Markov Random Fields

Hidden Markov Random Fields (HMRF) is a member of the family of MRF and its
concept is derived from Hidden Markov Models (HMM) [Ghahramani and Jordan
1997]. A HMRF is mainly composed of three components: an observable set of
random variables X = {z;} ,, a hidden field of random variables Y = {y;}} {,
and neighborhoods between each pair of variables in the hidden field.

We formalize the disambiguation problem as that of grouping relational papers
into different clusters. Let the hidden variables Y be the cluster labels on the
papers. Every hidden variable y; takes a value from the set {1,- -, k}, which are the
indexes of the clusters. The observation variables X correspond to papers, where
every random variable x; is generated from a conditional probability distribution
P(z;|y;) determined by the corresponding hidden variable y;.

Figure 8 shows an example graphical representation of HMRF. The observation
variable x; corresponds to a paper and the hidden variable y; corresponds to the
assignment result. The dependent edge between the hidden variables corresponds to
the relationship between papers (cf. Table II for the definition of the relationship).

By the fundamental theorem of random fields [Hammersley and Clifford 1971],
the probability distribution of the label configuration Y has the form:

1
P(Y) = —-exp( > Mefwlwinu) (3)
! (yi,y;)€EE kK
and we assume the publication data is generated under the spherical Gaussian
distribution, thus we have:

PX]Y) = Z%exp( > afilyi i) )

z,eX,l

where fi(ys,y;) is a non-negative potential function (also called feature function)
defined on edge (y;,y;) and E represents all edges in the graph; fi(y;,z;) is a
potential function defined on node x;; A\x and «; are weights of the edge feature
function and the node potential (feature) function respectively; Z; and Z, are
normalization factors (also called partition functions).
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Fig. 14. An example researcher profile.
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9. RELATED WORK
9.1 User Profiling

There are two types of research work on user profiling: profile extraction and profile
learning.

Several research efforts have been made for extracting profile information of a
person. For example, Yu et al. propose a cascaded information extraction frame-
work for identifying personal information from resumes [Yu et al. 2005]. In the first
pass, a resume is segmented into consecutive blocks attached with labels indicating
the information type. And in the second pass, the detailed information such as Ad-
dress and Email are identified in certain blocks. The Artequakt system [Alani et al.
2003] uses a rule based extraction system called GATE [Cunningham et al. 2002]
to extract entity and relation information from the Web. Michelson and Knoblock
propose a unsupervised method to extract information from the Web. However,
most of the previous works view the profile extraction as several separate issues
and conduct a more or less ad-hoc manner.

A few efforts also have been placed on extraction of contact information from
emails or the Web. For example, Kristjansson et al. developed an interactive
information extraction system to assist the user to populate a contact database from
emails [Kristjansson et al. 2004]. See also [Balog et al. 2006]. Contact information
extraction is a subtask of profile extraction, thus it significantly differs from the
profile extraction.

Many information extraction models have been proposed. Hidden Markov Model
(HMM) [Ghahramani and Jordan 1997], Maximum Entropy Markov Model (MEMM)
[McCallum et al. 2000], Conditional Random Field (CRF) [Lafferty et al. 2001],
Support Vector Machines (SVM) [Cortes and Vapnik 1995], and Voted Perceptron
[Collins 2002] are widely used models. Sarawagi and Cohen [Sarawagi and Cohen
2004] also propose a semi-Markov Conditional Random Fields for information ex-
traction. However, most of the existing models do not consider the hierarchically
laid-out structure on the Web. [Tang et al. 2007] gives an overview of the existing
literatures on information extraction.

The other type of research is to learn the user profile from user associated doc-
uments or user visiting logs. For example [Pazzani and Billsus 1997] discusses
algorithms for learning and revising user profiles that can determine which World
Wide Web sites on a given topic would be interesting to a user. It uses a Naive Bayes
classifier to incrementally learn profiles from user feedback on the Web sites. [Chan
1999] has developed a personalized web browser. It learns a user profile, and aims
at helping user navigating the Web by searching for potentially interesting pages for
recommendations. [Soltysiak and Crabtree 1998] describes an experimental work
to study whether user interests can be automatically classified through heuristics.
The results highlighted the need for user feedbacks and machine learning methods.

9.2 Name Disambiguation

A number of approaches have been proposed to name disambiguation in different
domains.

For example, [Bekkerman and McCallum 2005] tries to distinguish Web pages to
different individuals with the same name. They present two unsupervised frame-
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works for solving this problem: one is based on link structure of the Web pages
and the other uses Agglomerative/Conglomerative clustering method. The methods
are based on unsupervised clustering and cannot describe the relationships between
data points.

There are also many works focusing on name disambiguation on publication data.
For example, Han et al. propose an unsupervised learning approach using K-way
spectral clustering method [Han et al. 2005]. They calculate a Gram matrix for each
name data set and apply K way spectral clustering algorithm to the Gram matrix
to get the result. On and Lee [On and Lee 2007] propose a scalable algorithm
for the name disambiguation problem. They adapt the multi-level graph partition
technique to solve the large-scale name disambiguation problem. Their algorithm
can have a magnitude improvement in terms of efficiency. Bhattacharya and Getoor
[Bhattacharya and Getoor 2007] propose a relational clustering algorithm that uses
both attribute and relational information for disambiguation. See also [Tan et al.
2006]. This type of method usually uses a parameter-fixed distance metric in their
clustering algorithm, while parameters of our distance metric can be learned during
the disambiguation.

Two supervised methods are proposed in [Han et al. 2004] based on Naive Bayes
and Support Vector Machines. For a given author name, the methods learn a
specific model from the train data and use the model to predict whether a new
paper is authored by an author with the name. However, the method is user-
dependent. It is impractical to train thousands of models for all individuals in
a large digital library. In contrast to supervised methods, our method is more
scalability.

The other type of related work is semi-supervised clustering, e.g. [Basu et al.
2004] [Cohn et al. 2003] [Zhang et al. 2007a]. [Basu et al. 2004] proposes a prob-
abilistic model for semi-supervised clustering based on Hidden Markov Random
Fields. Their model combines the constraint-based and distance-based approaches.

9.3 Topic Modeling

Much effort has been made for investigating topic model or latent semantic structure
discovery.

Probabilistic latent semantic indexing (pLSI) is proposed by Thomas Hofmann
[Hofmann 1999]. The difference between LSA and pLSI is that the latter is based
on the likelihood principle and defines a proper generative model of the data; hence
it results in a more solid statistical foundation. However, the pLSI has the problem
of overfitting and not being able to estimate documents outside of the training set.

Blei et al. introduce a new semantically consistent topic model, Latent Dirichlet
Allocation (LDA) [Blei et al. 2003]. The basic generative process of LDA closely
resembles pLSI except that in pLSI, the topic mixture is conditioned on each docu-
ment and in LDA, the topic mixture is drawn from a conjugate Dirichlet prior that
remains the same for all documents.

Some other works have also been made for modeling author interests and doc-
ument content simultaneously. For example, the Author model (also termed as
Multi-label Mixture Model) [McCallum 1999] is aimed at modeling the author in-
terests with a one-to-one correspondence between topics and authors. [Rosen-Zvi
et al. 2004] presents an Author-Topic model, which integrates the authorship into
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the topic model and thus can be used to find a topic distribution over document
and a mixture of the distributions associated with authors.

McCallum et al. have studied several other topic models in social network analy-
sis [McCallum et al. 2007]. They propose the Author-Recipient-Topic (ART) model,
which learns topic distributions based on emails sent between people.

Compared with above topic modeling work, in this paper, we aim at using a uni-
fied model (author-conference-topic model) to characterize the topic distributions
of multiple inter-dependent objects in the academic social network.

10. CONCLUSION AND FUTURE WORK

In this paper, we have investigated the problem of Web user profiling. We have
formalized the profiling problem as several sub tasks. We have proposed a com-
bination approach to deal with the problems. Specifically, we have proposed a
Tree-structured Conditional Random Field (TCRF) to extract the profile infor-
mation from the Web page and proposed a probabilistic model to solve the name
ambiguity problem for integrating the profile information from different sources.
Further, we have proposed a topic model to discover user interests. Experimental
results indicate that our proposed methods outperform the baseline methods. Ex-
periments of expert finding also show that the extracted user profiles can be used
to improve the accuracy of expert finding. We have developed a demonstration
system based on the proposed approaches. User feedbacks and system logs show
that users of the system consider the system is useful.

There are several potential enhancements of this work. First, a general Web page
may contain a lot of noise, how to extract accurate profile information from the
noisy data is a challenging issue. Second, the performance of name disambiguation
can be further improved by incorporating other relationships or human background
knowledge. Third, the proposed method for user interest discovery is a unsupervised
method and does not consider any domain knowledge. In practice, for a specific
domain (e.g., computer science), people may already build some taxonomy (e.g.,
the ACM categories) to describe the subfields in the domain, which can be used to
guide the discovery of user interests.

There are also many other future directions of this work. It would be interesting
to investigate how to extract the profile based on partially labeled data. Data la-
beling for machine learning is usually tedious and time-consuming. How to reduce
the labeling work is a challenging problem. It would also be interesting to inves-
tigate the dynamic problem. The profile of a researcher might change after years,
for example, moved to a new company. Furthermore, in-depth analysis of the user
profiles is also important.
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