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Background of KGQA
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Knowledge Graph Question Answering

Deduce entities on KGs as the answers to the given query.

A query is a textural question (knowledge graph question answering, 
KGQA).

Textual question: Where do the spouses of the 
team members of Lakers usually live?

Answer: L.A
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Why KGQA

Structural and semantic data
Can provide more precise answer

 unit, multiple answers, temporal

Can support complex logic operators

 min/max, larger/smaller, equal, and, or, difference

Can enable reasoning more easily

Spouse_of(z,w) ∧ Lives_in (w,y) → Lives_in(z,y)
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Neural-based KGQA Reasoning

Neural-based Reasoning
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Textual question: Where do the spouses of the team members of Lakers usually 
live? Reasoning result: L.A 6



Symbolic-based KGQA Reasoning

Symbolic-based Reasoning
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Textual question: Where do the spouses of the team members of Lakers usually live? 
Reasoning result: L.A

Where do the spouses of the team members of x 
usually live?
←Part_of(x,z) ∧  Spouse_of(z,w) ∧  Lives_in (w,y) 
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Neural-Symbolic KGQA

Neural 
Reasoning

Symbolic 
Reasoning

KGQA

Single-relation Multi-hop 
relation Complex-logic ConstraintsQuestion types

Neural-enhanced 
symbolic reasoning

Symbolic-enhanced 
neural reasoning

BAMnet (Chen et al. 2019)
EmbedKGQA (Saxena et al., 2020)
KV-MemNNs (Xu et al., 2021)

Multi-hop relation

Bridge the gap between 
question and  KB’s entities
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GQE (Hamilton et al., 2018) : 
Intersection
Query2Box (Ren et al., 2020) : 
Intersection, Union
EMQL (Sun et al, 2020):
Intersection, Union
LEGO (Ren et al, 2021),
Parse query tree and embedding 
update simultaneously

Complex logic
Define NN for logic operation
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Parse and execute All types
Das et al., 2021  Seq2seq
Huang et al., 2021 Seq2seq
Kapanipathi, 2021  AMR->Query Graph ->SPARQL

End-to-End Path-based 
IRN (Zhou et al., 2018)
SRN (Qiu et al., 2020)
Graph-based
Graft-net (Sun et al., 2018)
PullNet (Sun et al., 2019)
NSM (He et al., 2021)
Enhance intermediate supervision
Qin et al., 2021 
First query relation subgraph, 
then rank instantiated subgraphs

Multi-hop



Challenges of End-to-End KGQA 
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Evidence is inadequate

• A small subgraph might exclude the answer.
• A large one might introduce noises.

Complex questions

Relative 
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• Cannot address the ordinal constraints.



Our Work
- From End-to-End to Retriever-Reasoner

Subgraph Retriever Subgraph Reasoner

Enhance evidence Enhance numerical reasoning
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Trainable Subgraph Retrieval

Where did Canadian 
citizens with Turing 

Award graduate?
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Topic  entity 1
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Expand paths

Dual encoder:

Question update:

Induce subgraphs

Path end:

Merge the same entities in different subgraph.
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DW&BI数据工程与知识工程教育部重点实验室

 Preserve the relative magnitude of numbers 1≺2≺3
 Learn the ordinal properties of numbers to make the embedding of 1 

in 1≺2≺3 closer to ``smallest'' than 2 and 3

 Comprehensive reasoning: prune entities by basic reasoning 

Enhance Numerical Reasoning

Fe ng  e t  a t .  A  P r e t r a i n i ng  Num e r i c a l  R e a son i ng  Mode l  f o r  Or d i na l  C ons t r a i ne d  Que s t i on  Answe r i ng  on  Knowl e dge  B a se .  E MNL P F i nd i ngs  2021
Fe ng  e t  a l .  I n j e c t i ng  Num e r i c a l  R e a son i ng  Sk i l l s  i n t o  Knowl e dge  B a se  Que s t i on  Answe r i ng  Mode l s .  T KDE  se c ond  r ound



Challenges of Parse-and-Execute KGQA 

• Zero-shot Generalization: knowledge is unseen in the training set

• Compositional Generalization: knowledge is covered in the 
training set but the compositions of knowledge are unseen

Training Data
Question: locate politicians whose weight is less than 83.0?
Logical expression: (AND government.politician (lt people.person.weight_kg 83.0))
Question: heavyweight boxing classifies which boxers?
Logical expression: (AND sports.boxer (JOIN sports.boxer.weight_division m.02t3ww))



Our Work
- From Parser-and-Executor to 

Retriever-Parser-Executor

Retriever Parser

Decouple knowledge 
and logic form

Pairwise knowledge 
augmented parser

Executor

Model-oriented 
executor
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DeCompose and Compose KGQA Framework
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Why Can DeCC Work

Question-related logical expressions contain
KB-relevant atomic knowledge
KB-irrelevant logical form. 

DeCC retrieves atomic knowledge and logical form separately
To keep the generalization ability

DeCC composes the pairwise knowledge
To reduce the composition difficulty
 (entity, relation) e.g. (antonio, rail.railway.terminuses)
 (relation, relation) e.g. (rail.railway.terminuses, rail.railway.branches_to)
 (class, relation) e.g. (rail.railway rail.railway.terminuses)
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Experiment
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Both DeCC-Rank and DeCC -Generate achieve better performance than RNG-KBQA



Summary and Future Challenges
Parse-and-Execute sounds more flexible to handle various questions

Compositional generalization is still challenging
Logic form compositional generalization may also need to consider

Zero-shot generalization is most challenging
Gap between token representation of natural language question and knowledge
Gap between structure representation of natural language question and knowledge

KG is always incomplete, thus executor might not only rely on KG
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Xiaodai: Knowledge-ground Dialogue System
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Question 
rewriter

Open-domain Document QA

Open-domain KGQA

Entity 
linking

Relation 
detection

Parse-
execute

Doc 
retrieval

Reading 
comprehension

Evidence 
ranking

Answer
rationality
decision

Knowledge-
grounded 
dialogue 

generation

(question, 
evidence, answer, 

prompt) => 
dialogue

微信公众号：
“AI小呆爱聊天”

InconsistencyComplex logic Efficient deploymentTimeliness
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Thank You
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